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Shackled High Speed Traders?
L atency Reduction and Short Sale Bans

Abstract

We explore the effects of two juxtaposed eventsegulatory short sale bans and
exchange efforts to facilitate high-frequency tred{HFT) — on multiple dimensions of
market quality. Between 2011 and 2013, the Spasishk Exchange (SSE) launched a
smart trading platform (SIBE-Smart) and introducetbcation facilities to attract HFT.
During this time two short sale bans were imposedh® SSE. Comparing the time
before and after these events, we find that the’sS8fforts did not attract increased
HFT, either with the SIBE-Smart or with colocatidnquidity and price efficiency
declined. Colocation, implemented during the secbad, was accompanied by an
across the board deterioration in market qualitsiki@gly, SIBE-Smart, which was not
introduced during but preceded a ban, also browsgiificant liquidity and price
efficiency reduction. These results are in conttagixisting studies that show increased
HFT resulting from technological inducements. Weaduode that the beneficial effects
of HFT on liquidity and price efficiency are negaten the presence of regulatory

restrictions on trading.

JEL Classification: G14, L10
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1. Introduction

Technological innovations in the last decade hawanged the trading landscape
from one dominated by human intermediaries to anlat-reduction race amongst
machines. This new trading paradigm, popularly kmoas high-frequency trading
(HFT), has garnered immense interest from the meadisacademia, and amongst
regulators. The debate on whether HFT is a netflteioeinvestors continues, with

evidence pointing to both positive as well as niggatffects on market qualify.

This ambiguity about the impact of HFT in modernrkess dominated by HFT is a
special challenge to regulators and exchaAgRegulators have to ensure that any
proposed regulation curbs the undesirable effeick$Fd without undoing the benefits.
The dilemma is highlighted in this recent statembgt Securities and Exchange
Commission (SEC) Chair Mary Jo White: “The SEC dtonot roll back the
technology clock or prohibit algorithmic tradingutbwe are assessing the extent to
which specific elements of the computer-driven itigdenvironment may be working
against investors rather than for theinAt the same time, exchanges that adopt
technologies to facilitate modern trading practioasst keep in view that regulations

may impact HFTs differently from other traders. fidiere any data-based evidence on

! Hendershott, Jones and Menkveld (2011) find thggrithmic trading (of which HFT is a subset) impes market
quality by reducing spreads and adverse selectidniraproving the informativeness of quotes. Hasbkoand Saar
(2013) and Brogaard (2010) also document evidencéweér short-term volatility and better price diseoy
associated with HFT. Brogaard, Hagstromer, Norded, Riordan (2015) find that although colocation [leg
informational advantages to HFT traders, overaltkaiaquality is improved after the introduction oflocation.
However, more recent studies also document negafieets of HFT. Boehmer, Fong, and Wu (2012) fihdtt
algorithmic trading is detrimental to the marketliy of small stocks. Baron, Brogaard, and Kirile2912) show
that HFT firms generally do not provide liquidity inarkets, and in fact their most profitable tradesthe ones that
most aggressively take liquidity. Egginton, Van sleend Van Ness (2014) point to quote stuffing ficas by HFTSs.
We discuss these and other related research ioSdict

2 Although estimates of the total volume attribuatdl HFT are not easy to obtain, and depend onéawstly HFT
is defined, as of 2009 HFT accounted for betwee@ 3% of all US equity trading, with that numbedifed to about
50% in 2012 and 2013. For a breakdown of HFT volurbgy year for US equities, see
http://tabbforum.com/opinions/high-frequency-traglen-important-conversation. For the Spanish markétng
BME as their source, Blas, Gonzalez, and Villanu&@l{) estimate that HFT account for 25-30% of S&&l t
volume in 2010. A recent report by the Europearu8ties and Market Authority (ESMA, 2014), estinmtbat HFT
represent 32% of value traded, 29% of trades, &bt df orders of the most frequently traded SSEdisttocks.

3 See full text of speech at http://www.sec.gov/N&pgeech/Detail/Speech/1370542004312#.U86NC_IdWzd
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the impact of regulation and technological improeets in modern markets should be

of broad interest to regulators as well as to itmsswho are impacted by said rules.

In this study we aim to provide such evidence. 8ipgatly, we examine whether
HFTs respond to technological inducements in tlesgmce of trading restrictions, and
we study the net effect of the interplay of regolas and technological improvements
on market quality. This is an important issue beeastudies that document the positive
effects of HFT on market quality have generallyraiged markets without regulatory
restrictions. We exploit a unique setting that sptre interspersing of two short sale
bans with infrastructure upgrades and colocatiomdlmice HFT on the Spanish Stock
Exchange (SSE). We conduct multiple event studiés avview to understanding how
various dimensions of market quality — liquidityjoe efficiency, and market making

costs/revenues — are impacted by the interactid#i=Gf with short sale restrictions.

Short sale bans are a common tool used by regslatound the world, mostly in
times of precipitous price declines. Researcheremgdly agree that short sale bans
have limited efficacy in stemming price falls anelad to worse market quality.
However, to the best of our knowledge, whether ¢ffects of short sale bans are
alleviated or exacerbated by efforts to increasd HiBs not been explicitly tested.
Notably, two studies examine the effect of the 28@8rt sale ban in the context of
HFTs. Brogaard, Hendershott, and Riordan (20149ystdFT versus non-HFT short
selling and use the 2008 ban as an instrument. findythat HFT short sales degrade
market quality. Boehmer, Jones, and Zhang (2018néxe the effects of the U.S. short
sale ban in 2008. They hypothesize that short bales should disproportionately
damage liquidity in stocks where HFT firms are mactive. However, in the absence
of suitable data, they cannot verify this hypotheddowever, both these studies

examine the U.S. market at a time when HFT wasdir@a dominant player.
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Our sample comes from the SSE at a time when itliltled HFT activity, and we
track market quality as the SSE adopts infrastrecupgrades to explicitly attract
HFT.* We then examine how regulatory restrictions impe@& activity, with related
effects on market quality. Given the timeline ofeets in the SSE, we are able to
examine whether markets are able to attract HF teithnological inducements in the
presence of trading restrictions. Do the positiieats of HFT on market quality
overcome the negative impact of short sale bans®oQiFTs stay away from markets
with regulatory restrictions, thereby exacerbatimg negative effects of short sale bans?
We address these and related questions by analyaxgral pre- and post-event
windows surrounding the introduction of the smasdding platform SIBE-Smart,

colocation, and two short sale bans.

We document several findings. First, comparing pleeiods before and after all
these events (SIBE-Smart, colocation, and the tas)) we find no overall increase in
HFT activity. Meanwhile liquidity worsened: Dolldepth decreased, spreads increased,
order book elasticity fell, and (Amihud) illiquigitincreased. Price efficiency declined
as return autocorrelations increased. The SIBE-Stnading platform introduction,
which did not directly coincide with a ban but fmslled the first ban and preceded the
second ban, was actually accompanied by an achesddard deterioration of all
liquidity measures although it managed to attractaalest increase in HFT activity. In
contrast, the colocation event, which was annoumltgthg the second short sale ban,
was accompanied by a reduction in HFT activity aad significant liquidity and price

efficiency declines. This contrasts directly withetresults presented in Brogaard,

4 While direct estimates of HFT activity on the S&Ee not available over our sample period, the
Comision Nacional Del Mercado de Valores (CNMV)imstes that in 2011, the start of our sample
period, the share of some prominent HFT faciligitatforms (e.g., Chi-X, Turquoise, and BATS) lie t
total trading volume of all Spanish listed stockaged from under 1% to 1.2%. See Table 17 of the
CNMV Bulletin, Q2, 2014.



Hagstromer, Norden, and Riordan (2015), who findt tholocation (without any

regulatory restrictions) improves overall markepttheand reduces spreads.

As expected, the short sale bans resulted in lityucteclines, with the second ban
seeing a steeper reduction in liquidity than thst fban, perhaps because the second ban
affected more stocks than the first. The sequehegents on the SSE also allows us to
isolate the effects of colocation with and withele ban. We find that although HFT
does not increase in either case, liquidity impsowéh colocation in the absence of a

ban.

Taken together, our results indicate that the edguy restrictions were serious
impediments that the technological inducements ccowdt overcome. HFT did not
respond to the smart trading platform and colocati@ucements, and the net result
was a decline in liquidity and price efficiency. &@all the negative effects of short sale
bans prevailed. These results, which are in cantoaghe beneficial effects of HFT on
liquidity and price efficiency documented by earlgudies, indicate that the positive
effects of HFT on market quality are countervaiiedthe presence of regulatory
restrictions on trading. Finally, our results alsalerscore the importance of non-U.S.
market settings in arriving at conclusions abow dffect of regulations and trading
technology. There is an emerging body of literatbeg shows that many of the findings
from U.S. markets do not generalize to other coemtiWe add to this international

evidence on HFT, regulations, and market outcomes.

The paper is organized as follows. In Section Zovesent a review of the literature.

Section 3 describes the institutional details & 865E and discusses the timeline of

® Brogaard, Hendershott, Hunt, and Ysusis (2014)fim@ffect of HFTs on institutional trading costing a UK
sample. Korajczyk and Murphy (2015) use a Canadiasgt and find HFTs are less active for largetirtnal
trades. van Kervel and Menkveld (2015) find thaffeknitially provide liquidity but then trade withstitutional
trades, their evidence comes from Swedish data.



events spanned by our sample period. Section digliss the sample selection and
market quality metrics, and Section 5 presentsresults. Section 6 presents robustness

checks, and Section 7 concludes.

2. HFT and short sale ban
2.1. HFT and market quality

As technological advances replace old trading systeith newer and faster ones,
regulators face challenges on how to adapt rulemgato the new realities of modern
markets. In the U.S., the SEC’s effort to gaugeithpact of HFT on market quality
was accelerated by the Flash Crash of 2010, whighynblamed on HFT (if not as a
trigger, at least as a contributory factor). In Btar2014, the SEC released a
comprehensive review of the U.S. equity marketcstme, with half of the study
devoted to reviewing the existing evidence on HRfound the same time (April 15,
2014), European regulators imposed some of thehesigegulations on high-frequency
(HF) traders in the E.U. These new rules includet$ to keep price increments for low
priced securities from becoming too small, mandatests of trading algorithms, and a
requirement on market makers to provide liquiddyd minimum number of hours each

6

day.

Both the U.S. and international evidence on theaichppf HFT on market quality is

mixed! Malinova, Park, and Riordan (2014) use data froenToronto Stock Exchange

® For a complete list of all the rules, see the Baem Parliament News release at
http://www.europarl.europa.eu/news/en/news-roontaay201404111PR43438/html/MEPs-vote-laws-to-refgula
financial-markets-and-curb-high-frequency-trading.

7 In this section, we provide a review of the intgional evidence on HFT, with a focus on Europeankets, given
that our sample comes from the SSE. For a sumnaaliyi@nal research on HFT that is not covered wirfiote 1, see
the review provided by the SEC at http://www.sec/gmrketstructure/research/hft_lit_review_march_2pd#



to examine how a tax on HF traders impacts maruatity. They find that quoted and
effective spreads increased and revenues to ligusdipply declined, indicating that a
reduction in HFT activity harmed some dimensionsnarket quality. Jovanovic and
Menkveld (2013) examine the entry of an HFT firnthe Dutch market and find a 15%
decline in effective spreads and about 23% fallduerse selection costs following the
entry of this new HFT firm. Brogaard et al. (2018) not find any evidence of
increased institutional trading costs as a reduiha@reased HFT activity facilitated by

technology upgrades on the London Stock Exchange.

In contrast to these positive findings are othedigts that document negative effects
of HFT. Examining trades by HFT firms routed vigiagle broker in the London and
Tokyo equity markets, Bershova and Rakhlin (2018y fmixed evidence: while
spreads fall with higher HFT activity, short-termolatility increases. The Australian
Industry Super Network, an umbrella organizatiopresenting savings and retirement
funds, commissioned a study that concludes “HFlvities cost non-HFT market
participants, including long term investors... up .9 billion a year, with a best
estimate of over $1.6 billion a yedrA study of foreign exchange markets conducted
by the Bank of International Settlement finds thdtile HFTs can be beneficial to
markets in normal times, they may be harmful tofthrectioning of markets in times of
stress. In sum, whether HFT provides net benefits is sfiien for debate, which makes
it challenging to devise appropriate rules to ratpithese low latency traders. Brogaard,
Hagstromer, Nordén, and Riordan (2015) study acemion upgrade at NASDAQ
OMX Stockholm which improved connectivity of higpeed traders and find that

liquidity increased for the overall market becabhsgh-frequency market makers used

8 http://www.industrysuperaustralia.com/assets/Ref@rtantifying-HF T-costs-June-2013as-published. pdf.
° See full report at http://www.bis.org/publ/mktcp8f.



the enhanced speed to reduce their exposure tosadselection and to better manage

inventory.

2.2. Short sale bans and market quality

Researchers agree that short sellers perform ailuigfction by incorporating
fundamental information into prices. Or, as Boehndenes, and Zhang (2013) put it:
“For the most part, financial economists consideors sellers to be thgood guys.
Karpoff and Lou (2010) find that short sellers a@eténancial fraud in firms about 19
months before the misrepresentation is publiclyeaded. In a similar vein, Desai,
Krishnamurthy, and Venkataraman (2006) show thattsellers pay attention to firms’
accounting numbers and can anticipate earningsateesénts several months in
advance. Given the information-gathering role sisetters perform, it is no surprise

that market quality declines when regulatory baesraposed on short selling.

The 2008 recession and the following European deisis in 2010-2011 saw
several countries around the world impose ad hoct Sale bans to try to stem price
declines. In the U.S., the SEC issued an emergerrt®sy restricting naked short selling
in July 2008, and followed that up with an outrigittort selling ban in September.
Analyzing the effects of this ban, Boehmer, Joresl Zhang (2013) find that market
guality worsens because many algorithmic tradermsnaia act as informal market
makers. With less competition, formal market mal@ns now charge greater rents for
liquidity provision. Battalio, Mehran, and Schu(2011) study a similar decline is U.S.
stock markets following the S&P downgrade of th&Un 2011. They find that short

sellers do not amplify stock price declines dutiinges of market downturn.

The 2011 debt crisis saw the imposition of shoie d@ans in Greece, Turkey,

Belgium, France, Italy, and Spain. Even in non-Untarkets, the evidence points to



dubious efficacy of short sale bans. Beber and mag2013) study the effects of the
2008 stock price decline in 30 countries aroundabdd. Comparing countries that did
not impose a blanket ban on short-selling for &itks to those that did, they conclude
that the effect of such bans on stock prices igrakat best. Bris, Goetzman, and Zhu
(2006) analyze cross-sectional and time-seriegnmdtion from 46 countries and show

that prices are more efficient in countries thidvaland practice short sales.

3. Ingtitutional details of the Spanish Stock Exchange and time line of events

The SSE has four trading platforms: Madrid, BaroaloBilbao, and Valencia.
Trading is linked through the electronic Spanisbc&tMarket Interconnection System
(SIBE), which handles more than 90% of transactidriee benchmark index is the
Ibex-35, a capitalization-weighted index compristhg 35 most liquid Spanish stocks
traded in the continuous market. Trading on SIBEasducted from 9 a.m. to 5:30
p.m., with an open outcry system from 10 a.m. tl83Q&.m. After the steep declines in
markets Europe-wide during 2008, to which Spain wasexception, the lbex-35
recovered remarkably to become Europe’s best paeiom 2009. However, 2010 was
a down year due to increased country risk and thaknwess of the European financial
sector. The index fell 17.43% after fluctuatingaivery wide range of 35% between its
peak and low. The drop in share prices, however ndi erode the levels of activity.

Indeed, 2010 set a new record in SSE trading.

In response to the tailspin that the European nankénessed in mid-2011, the
European Securities and Markets Authority, a bdagt tcoordinates the European
Union’s market policies, issued a statement thahegative bets on stocks — in other

words, short sales — would be curtailed in Frammgium, Italy, and Spain effective



August 11. This ban lasted until February 15, 20dBen the Spanish securities
regulator, theComision Nacional del Mercado de Valofg&\NMV) announced that the
prohibition on short sales of Spanish shares umlderEU Short Selling Regulation
(EU236/2012) was no longer in effect after Februdby However, as many market
commentators had anticipated, once the ban wasvesimgprices declined precipitously,
leading the CNMV to announce that “European sh&@@ge been hit with extreme
volatility that might cause the disorderly functiog of financial markets.” As a
response, a second ban was introduced on July022, 2vhich was subsequently lifted

on January 31, 2013.

During this time the SSE also introduced major mebbgy upgrades to integrate
better with the bigger European exchanges and liiesdtract HFT. Two major
technology changes that facilitated faster tradiege the upgrade of the SIBE-Smart
platform and introduction of colocation. Recogngithat HFT in securities markets
was an established fact and a natural progressiothe wake of the widespread
introduction of electronic markets and the incregsuse of computerized trading
systems, the SSE committed to developing their irtgadinfrastructure and
communications technology. As part of their effdhiey rolled out the SIBE-Smart
platform on April 16, 2012, to better adapt SSB/stems to new demands in terms of
transaction speed and volume in the market. Comgnwvith this technological
enhancement, the SSE began offering co-locatiombskies at its Data Processing
Center in Madrid on Nov. 12, 2012, enabling tradiimgs to install their own trading

servers in close proximity to the exchange's tmdemgines and real-time price



distribution systems. SSE officials stated thatséhefforts were expected to reduce

latency and increase capacity for traders and tiijréacilitate HFT°

Below, we present a schematic timeline showing dates and events described

above:

SSB#1 SSB#2

Nov. 12, 2012
Colocation

Feb. 1, 2011 Aug. 11, 2011 Feb.15,2012 May 16,2012 July 23, 2012 Jan. 31, 2013 June 31, 2013
Sample period SSB#1 starts SSB#1 ends SIBE-Smart SSB#2 starts SSB#2 ends Sample period
starts launch ends

4. Sample selection and market quality measures

Our sample comprises the SSE-listed IBEX-35 ctrestis from January 2010
to December 2013. Due to index additions and aeistiour final sample includes 28
stocks that were index constituents throughoutsaumple period. We also separately
examine the seven largest market capitalizationgBThip) stocks on the SSE, since
previous studies document HF traders’ preferenceldmye and liquid stocks. For
example, Hirschey (2011) finds that high frequem@ders in his sample are more

active in large than in small stocks (41% vs. 15%).

Our data come from the SSE'’s trade files which repb trades time-stamped
up to the hundredth of a second before April 18,2(5IBE-Smart) and milliseconds
afterwards, and limit order book (LOB) files. Faach trade, the record includes the

price and size.

19 See announcement at http://www.world-exchangefevgs-views/bme-successfully-upgrades-
spanish-stock-exchange%E2%80%99s-trading-platform
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The order book files contain snapshots of the figst ask and bid quotes of the
LOB taken each time the LOB changes as a resultramfes, order submissions,
cancelations, or modifications. For each LOB lewa have the quote record, the
number of orders at that quote, and the displaysathd® Relatively large buy (sell)
trades are allowed to walk up (down) the book. Thhe trade price is actually the
marginal price, that is, the price at which thd kEsare of the trade was transferred. In

the SSE, there are no round lot sizes. Thus, themaim trade size is one share.

Both the trade and the LOB files contain a sequeonde, allowing for a perfect
match between trade and quotes. Since there apgic® improvements (i.e., trades
inside the spread) and every trade consumes ligueither at the displayed ask or bid
guote, it is straightforward to assign trade digect(i.e., buyer- or seller-initiated
trades). A trade is classified as buyer-initiateellér—initiated) if it consumes liquidity

at the offer (demand) side of the LOB, which is coonly called the quote rule.

We filter out records from the opening, closingdantraday short-lived call
auctions in each file, so that only quotes andesafdom the continuous session are left.

We also filter out prearranged trades.
4.1. HFT activity measures

Hendershott, Jones, and Menkveld (2011) computesagestraffic in share
volume and in dollar value as proxies for algorithntrading. We compute the
following four daily proxies for high-frequency thimg: message traffic per minute (

MTMIN,, ), message traffic per euro-volumBITVE, ), messagédnaér volume in

shares MTV,, ), and the number of non-zero quote-midpbianges CQME, ). We

1 The SSE allows iceberg orders but the quote @itesot provide information on hidden volume (see
Pardo and Pascual, 2012, for details).
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compute message traffic as the number of limit ok updates per day, which is

equivalent to summing all order submissions, caxiels, and modifications.
4.2. Liquidity and market activity measures

Boehmer, Fong, and Wu (2013) find that algorithmnéding intensity impacts

market liquidity. We follow the literature and couotp several liquidity and market

activity metrics. In the formulas below,i0{1...,2§ ,j0{1....N,} , and
tD{l,...,'Ed} are the sub-index for stocks, LOB updates, andesarespectivelyN,,
and T, are the number of LOB updates and trades W djarespectively;

mO{1,...,M} is the sub-index for regular 1-minute intervalghivi a SSE trading

session. For a full-length ordinary sessihs 510.

The quote midpointdq; ) is the average between tis¢ &k @ ) and bidk{ )
quotes of the LOB. The relative bid-ask spreBSPR s the bid-ask spreadﬁ,(— ql ),
divided by g; . The relative spread for stocknd dayd (RSPR ) is obtained as the

average ofRSPR  weighted by time

Y™ 7, xRSPR
RSPR = &=

ST [1]

wherer; is the duration (in milliseconds) of ffi update of the LOB.

The accumulated displayed LOB euro-dediiEPTHE,; ) is

DEPTH€ii = %(Zi:l YJ?lk #( + Zizl i}'bkijb() [2]
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ak k . . . .
whereV, 6/,‘]’ ) is the displayed depth (in shares) akiteask (bid) level of the LOB

for thej-th quote update. As in eq. [1], the average actated depth for stock and

dayd (DEPTHE€, ) is computed weightinddbEPTHE, by time.

Néaes and Skjeltorp (2006) compute the elasticityhefask side of the LOB at

thej-th update LOBELAST ) as

Val 4 I k+1 /Ya 1
+ +1 [3]
2 FAo

LOBELAST
V' lq-1 i

The elasticity of the bid side of the LORQBELAST ) is qmted analogously. The
LOB elasticity LOBELAST ) is the average betweb@BELAST ei.r(dBELAS‘i]b

As before, we averageOBELAS] by time in order to obta@ dbrresponding daily

summary measurdtOBELAST ).

We also compute the trade-weighted effective sp(@8ESPR ), which is the

effective spreadESPR ) weighted by trade size,

Z _ﬁt ESPR

t=1 St

WESPR = [4]

wheres, is the size (in shares) of thé trade, andESPR s two times the difference
between the trade pricep( ) amy , the prevailingtguunidpoint before tradg

multiplied by the trade directionx{ =1, buyeriaied; x, = -1, seller-initiated).

ESPR=2( p- f) . [5]

13



Finally, Amihud’s (2002) illiquidity daily measureAMIHUD,, ) is the absolute

open-to-close return divided by the daily euro waéu(VOLE,, )

AMIHUD,, =%x106 [6]
id

where p; andp;, are the opening and closing pricelenfiaiyd.

RSPR ESPR WESPR and AMIHUD are inverse measures of liquidity while
DEPH€andLOBELASTare direct measures of liquidity. For market attjwve use the
following three daily measure¥OL is the daily volume in share$RDSis the daily

number of tradesandVOLEis the daily volume in euros, computed as

VOLE, =>" s R [7]

4.3. Volatility and price efficiency measures

Our daily metric for stock price volatility is theealized volatility RVLT, ),

which is computed as the daily standard deviatfoone-minute trade price returns,

Rt = L5 (1) 8

wherer_ =In(p,.)-In(p,.,) .and;, = zxﬂrim

We compute two daily proxies for price efficiencythe first-order

autocorrelation of one-minute trade price returddJTOG, ), and the pricing error

standard deviationRESTL), ) estimated using Hasbrouck3)L9 For each stock-day,

14



we estimate a bi-variate VAR model f{th,xf} , Wwhere thie return of tradé and

X° is the signed trade size. We optimally choose R lag using the Akaike
Information Criterion (AIC), and the model is estited by OLS. ThePESTD, is

obtained from the coefficients of the VMA represgian of the VAR model and the

variance-covariance matrix of the residuals.
4.4. Market making cost and profit measures

We estimate the revenue to liquidity providers gsthe realized spread (

RZDS, ) and measure gross losses to liquidity demanderdaladverse selection using
the price impact Pl,, ) of a trade, as in Huang andl §1696) and Hendershott, Jones,

and Menkveld (2011). We estimate both measureshfee alternative time horizons:

one, 15 and 30 seconds after the trade.

The price impact of tradé (Pl,) is two times the difference between the

midpoint prevailingA seconds after the focal trade (i.etA) and the midpoint

prevailing right before tradie multiplied by the trade direction
Pl :Z(qtm_qt))ﬁ : [0

The daily averagél,, is computed weighting by trade, &s in eq. [4]. The realized

spread for tradeis computed as
RZD§ = ESPR- RI=2( \p~ @) « [10]

and its daily averageRZDS, ) is computed weightingriagl¢ size.
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5. Resaults

In Section 5.1 we present the overall effects, floefore the first change was
introduced to after all of the changes are finishiedletermine the net effect on market
guality. In the subsequent subsections we presengffects of each individual change:
SIBE-Smart in Section 5.2, the short sale banserti&n 5.3, and colocation in Section

5.4.

5.1. Overall effects. Comparison of the pre- and post-events periods

Table 1 presents the average descriptive statisficar full sample as well as
the Blue Chip stocks. Although the two samples hswailar average stock prices,
measures of HFT activity, liquidity, and volume dmgher for the Blue Chip stocks

than for the full sample.

[Table 1]

For example, while daily message traffic (whichlies all updates to the limit
order book) is about 46,397 for the full samples itnore than twice that (100,037) for
the Blue Chip stocks. The Blue Chips also havedrigiolume and depth, and lower bid

ask spread, which is expected since they are thedacapitalization stocks in the SSE.

To evaluate the impact on market quality, in adl thmaining results reported in
this section, we estimate the event’s impact onvauiable(s) of interest by running a

pooled regression. The general form of the regvessias follows:

Yo =0+ LBy + B VLT + & [11]

whereY, is each of the daily market quality metde$ined in Section 4 an&; is a

dummy for the event under consideration (SIBE-Sniaroduction, Colocation, or
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short sale bans). The coefficient of interesifs the, coefficient of the dummy that

represents the post-event period. It captures ifferehce in each dependent variable
between the pre- and post-event period. We usegiened-lagged IBEX-35 volatility

(computed as the daily high/low) as a control \@ea(VLT, , ) because Céceres,

Moreno, and Rodriguez (2014) show that the shde bans on the SSE affected

volatility. We also report the estimated percentalgange in each dependent variable,
computed asloo[ﬁE / (a+,8\,\m')} . Standard errors are clustered by diotk and

date using the procedure outlined in Thompson (RAhleach table, results for the full
sample are presented in Panel A and results foBline Chip stocks are presented in

Panel B.

We begin by examining changes in HFT activity ia 8SE before and after the
time window that includes the technology changes slrort sale bans. The pre-events
period is Feb 1, 2011 to Jun 31, 2011 and the @a=stts period is Feb 1, 2013 to Jun
31, 2013. We report four proxies for HFThese are message traffic per minute
(MTMIN), message traffic per euro volundTV€), message traffic per share volume
(MTV), and the number of non-zero quote midpoint char{@&®MP). In Table 2, we

present the changes in HFT activity measures sgériod.
[Table 2]

For the full sample, there is a weak (significantl@%) increase in message
traffic per minute. None of the other proxies foFHshow any significant change
between the pre- and post-periods. Even for the Blhip stocks, which are the most
liquid and are expected to attract the most HF€éndittn (Hirschey, 2013), we find
significant change in two of the four proxieBSIFMIN and MTV€ while the other two

proxies — message traffic per share volul@V) and the number of non-zero quote
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midpoint changesGQMP) show no change. Overall, there is weak, if angewe that

during our event window there was any significambdt to HFT activity on the SSE.

To examine changes in stock liquidity and markeiveg during this time, we
examine liquidity and trading activity metrics tlestrlier research has linked to HFT. In
Table 3 we report the estimated coefficients frdra pooled regression model. The
dependent variables are the relative bid-ask sp(@&®PR, quoted depthGEPTH$),
order book elasticity LOBELASY), trade weighted effective spreadVESPR,
Amihud’s (2002) illiquidity measureAMIHUD), daily volume in shareév/OL) daily
volume in euros\(OL€), and daily number of trade3RDS. The first five measure

liquidity and the last three capture market agfivitable 3 presents our results.

[Table 3]

By all measures, liquidity declines. For the fidhsple as well as the Blue Chip
stocks, realized spread and trade-weighted effecdpread increase while limit order
book elasticity decreases. There is no offseitiegease in depth; in fact, depth shows
no significant change in this period. For the &dmple, the Amihud illiquidity measure

shows a significant (at the 5% level) increase.

The three measures of market activity — share-eamd-volume and trade size —
show similar changes. Most measures show a signifidecline. Overall, the results are

consistent with liquidity reduction in the SSE $&®cluring this period.

Since prior studies (e.g., Brogaard, Hendershatd, Riordan, 2014%how that
HFT help incorporate information faster into pricasd therefore make them more
efficient, we next examine changes in price efficie and volatility in our sample.

Results are reported in Table 4.

18



[Table4]

For the full sample, pricing error and volatilithav little change; however,
return autocorrelations increase significantly, icating that prices became less
efficient. For the Blue Chip stocks, there is wealdence of a reduction in the standard
deviation of pricing errorRESTD calculated using the Hasbrouck (1993) method.
There are no changes in other efficiency or vatgtinetrics. Overall, there is little
evidence that the SSE stocks saw any appreciabitease in price efficiency during

this period.

The SSE operates as a pure limit order book witllegignated market makers
or dealers. In order-driven markets Menkveld (20i8)s that some HFTs may take on
a market-making role, while Kirilenko, Kyle, Samadnd Tuzun (2014) find that
during the U.S. Flash Crash in 2010, HFTs consutigddity through aggressive
(liquidity demanding) orders and exacerbated theepteclines. To examine the impact
of the technological upgrades along with the skalé bans on market making profits
and losses, we next estimate price impact and selveelection (realized spread)
measures computed one, 15, and 30seconds aftetradehon the SSE. As before, we
run a pooled regression equation to examine thegasin our variables of interestl(

andRZDS. Results are reported in Table 5.

[Table5]

For the full sample, there is no change in realig@etad, indicating that there is
no significant change in the revenue earned byidityu providers. Price impact
increases at all horizons. Recalling the increasauitocorrelation of one-minute trade
price returns AUTOQ from Table 4, the increase in price impact regabrhere is

consistent with order flow autocorrelation incregsduring this period. The results for
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the Blue Chip stocks show similar increase in pimgpacts, but unlike the full sample,
for these liquid stocks, the realized spreads dajhificantly. So liquidity providers’
revenues from making a market in these Blue Clapkst fell in the post-events period.
One explanation consistent with our results is thatchanges may have attracted HFTs
that follow arbitrage or speculative strategies Kendirectional bets) rather than the

ones who adopt a market making role (Menkveld amidah, 2015).

5.2. Effects of theintroduction of SIBE-Smart

SIBE-Smart was introduced on April 16, 2012 to skeasly connect the SSE
with the other exchanges in Europe and facilitagh{speed traders. To evaluate the
impact of this technological upgrade and fasteditig platform, we compute and test
differences in the measures of various dimensidnaarket quality by comparing the
pre-SIBE-Smart (March 1, 2012 — April 15, 2012) @adt-SIBE-Smart (April 16, 2012
- May 31, 2012) period. In Table 6, we presentdh@&nges in HFT activity measures in

this period.

[Table 6]

For the full sample (Panel A), all of the proxieshigh speed trading except
message traffic per volume show an increase p&E-Simart introduction. Traffic per
minute, volume (in euro) and number of quote midpohanges all increase. For the
Blue Chip stocks (Panel B), two of the four metriosessage traffic per minute and
quote mid-point changes) show significant increas®rall, the evidence suggests that

the smart trading platform indeed succeeded iactirg the high speed traders.

We examine changes in stock liquidity and markgivly following the SIBE

smart introduction and report results in Table 7.
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[Table7]

By most measures, liquidity declines. For the &dmple, relative spread and
trade-weighted effective spread increase whiletliarder book depth and elasticity
decrease. The Amihud illiquidity measure showsignicant (at the 1% level)
increase. In terms of the measures of market &gtiguro-volume and trade size show
significant declines. Results for the Blue Chipcksoare similar. Overall, the results are
consistent with liquidity reduction in the SSE #®during this period in spite of the
introduction of the smart platform which showed soability to attract high speed

traders.

SIBE-Smart may have facilitated high speed tradews,their activities do not
seem to have improved liquidity in the SSE. So wetrask if there are any other
benefits to this upgrade in terms of improvementgrice efficiency and/or reduction in

volatility. Results are reported in Table 8.

[Table§]

For the full sample as well as the Blue Chip stdblese is significant increase in
realized volatility, in return autocorrelation amdstandard deviation of pricing errors.
We do not find any evidence that the introductiérine SIBE-Smart platform helped
improve the informativeness of prices by reducingipg errors. Thus, our results are
different from Riordan and Storkenmaier (2012), veimalyze a technology upgrade on
the Deutsche Boerse and find liquidity improvemedt® to reduction in adverse
selection. They also find that prices become mdfieient after the upgrade. In
contrast, and similar to our findings, Menkveld ardican (2015) find that for a
NASDAQ-OMX speed upgrade, spreads increase, pgssi#d to increased speculative

trading by high frequency “bandits” who increaseexde selection costs. It appears
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that in our setting, the effect of regulatory unagties (the impending first short sale
ban) countervail the positive effects of technolagpgrades that accrue during normal

times.

Finally we examine the effect of this technologiegpgrade on market making
revenues and profits. As before, we report theession coefficients with realized
spreads and price impacts calculated at three lioneons — one, 15 and 30 seconds.

Results are reported in Table 9.

[Table]

For the full sample as well as the Blue Chip stodksre is no change in realized
spread, indicating that there is no significantngein the revenue earned by liquidity

providers. Price impact increases at all horizons.

5.3. Effects of thetwo short sale bans

The SSE banned short selling twice during our sanperiod. The first short
sale ban began on August 11, 2011 and was liftegetanuary 15, 2012 and affected 16
stocks from the financial sector. There were nanetogical changes introduced during
this ban. The second short sale ban began on 3ulg®2, and ended on January 31,
2013. However, while this second ban was in effént, SSE introduced colocation on
November 12, 2012. To control for this potentiagevant event, we limit the post-
event period for the second short sale ban fromZ8y 2012 to November 11, 2012. As
in previous tests, we use a pooled regression meitelthe §/LT(-1)) control variable
and a dummy for the second short sale ban, toatalithe “incremental” difference in
any variable of interest during the second shdet san, compared to the first short sale

ban. This is captured by the SSB2 dummy in the rtedoresults. We begin by

22



examining the changes in HFT activity in the secbad, compared to the first ban.

Results are presented in Table 10.

[Table 10]

For the full sample as well as the Blue Chip stpoksst metrics of HFT activity
show a reduction, indicating that relative to tlmstfban, there is additional decline
during the second ban. For example, compared tdirdteban, the second ban saw an

additional 75.89 fewer messages per minute, whidignificant at the 1% level.

In Table 11 all liquidity measures show significaeductions during the second

ban, relative to their first ban levels.

[Table 11], [Table 12]

This is true of the full sample as well as the BCigip stocks. Reflecting the
findings in the previous sections, when examining price efficiency and volatility
impacts of the second ban, in Table 12 we find tuhile return autocorrelations

increase, volatility shows no change.

[Table 13]

Market making costs in Table 13 also show the saqaerns as before:
increased realized spreads and price impacts dhr@é horizons during the second

short sale ban, relative to the first ban.

5.4. Effects of the introduction of colocation

Colocation reduces latency of the high-speed tsadmnd research shows that
this leads to improved market outcomes. Conrad, alyand Xiang (2014) study a

technological change on the Tokyo Stock Exchange rieduced latency and allowed
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for colocation. They find that after the upgrade@refficiency increased and trading

cost declined.

To facilitate high-speed traders, the SSE introducelocation services on
November 12, 2012. The peculiar nature of thisomhiiction of colocation was that it
happened during a time when the Spanish stock mhddea regulatory short sale ban
ongoing. As mentioned before, the second short lsahebegan on July 23, 2012 and
ended on January 31, 2013. In this section, wefeestifferences in various metrics of
market quality before and after colocation. Finse compare the “pre-colocation”
period (July 23, 2013 — November 11, 2012), a tmith banned short-selling and no
colocation, with the “post-colocation” period (Newber 12, 2012 — January 31, 2013),
a time with banned short-selling and colocation.isTtest isolates the effect of
colocation during a short sale ban. Second, we eoenihe “pre-ban” period (April 16,
2012 — July 22, 2012), a time with no ban and Hoaadion, with the “post-ban” period
(February 1, 2013 — June 31, 2013), a time wittbao but with colocation. This test
isolates the effect of colocation without a shatesban. These two tests together
provide a total picture of how colocation affedie SSE stocks under a regime of short

sale ban versus no short sale ban. Table 14 pssentesults.

[Table 14]

The Post- vs. pre colocation dummy, which capttineseffect of colocation in
the presence of a short sale ban, shows declirtbsaa of the four HFT proxies. This is
expected, since regulatory impediments lead to dirgein HFT activity (Boehmer,
Jones, and Zhang, 2013). Somewhat unexpectedlyindesimilar reductions in HFT
activity when comparing the effect of colocatiorthvaut the ban (see the variable Post-

vs. pre ban). The reductions are not significanmiost of the Blue Chip stocks, but
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overall, our results robustly document that colmeatdid not produce any increase in

HFT, with or without the short sale ban.

However, the liquidity and market activity impaai§ colocation show some
variation across the two event windows. In Table W& present the results of the

effects of colocation, with and without ban, orulidjty and market activity.

[Table 15]

While we find an across-the-board decline in liglyidand market activity
measures when comparing the period before andadtecation with the short sale ban
(see variable Post- vs. pre colocation), we findt ttveighted and relative spreads
decline, and depth and order book elasticity iregesignificantly when comparing the
effects of colocation without the ban (see varidbbst- vs. per ban). Overall, Amihud
illiquidity significantly declines. This is consestt with the literature, which documents
that increased HFT facilitated by colocation imgewnarket liquidity characteristics.
The richness of our unique setting allows us towskimat such improvements do not

accrue if there are regulatory restrictions toitrgd

In Tables 15 and 16, we show that colocation isomgranied by volatility

reduction but no significant change in realizeceagr both with and without the ban.

[Table 15], [Table 16]

6. Robustness checks

In robustness checks we have tested the pre- versishan time window for
market quality effects of the first and the secshdrt sale bans separately (instead of
the incremental test of the second ban relativéhéofirst, as presented in the main

tables). Similar tests for liquidity and market i@ty metrics confirm the results
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presented: both bans show liquidity reduction thé second ban shows stronger
declines. Price efficiency metrics and market mgkiavenues estimated separately
around each of the two bans show results consistetit those presented. All

robustness check results are available from tHeoasit

7. Conclusions

Existing studies show that high-frequency tradewvbich largely dominate
modern markets, improve liquidity and price effirmg but may also adversely select
other investors and try to game other traders l®atorg congestion in the trading
platforms. Our investigation of how HFT impacts keis reveals the key role of
regulation in this equation: Whether HFTs have sitp@ or negative effect depends
critically on the regulatory framework within whidhese fast traders operate. In this
study we identify a unique timeline of events tabdw us to shed light on how market
quality if affected when regulatory restrictionse ajuxtaposed with technological

inducements to facilitate HFT.

During 2011 and 2012, the SSE introduced two migohnnological changes to
attract and facilitate HFT. On April 16, 2012 th8Eintroduced the SIBE-Smart, a
technologically upgraded trading platform, followedy colocation facilities on
November 12, 2012. During this time, there were sliort sale bans imposed by the
SSE. The first ban ended just before the SIBE-Emanduction and the second ban
started before the colocation event and ended aevaonths later. We use this
juxtaposition of events and show how HFT activityarket liquidity, price efficiency,

and market making costs/revenues are impacted.
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We document several findings. First, overall thisr@o increase in HFT when
comparing the periods before and after all thesentsv By most metrics, liquidity
worsened and price efficiency fell. Although théEiSmart introduction preceded the
first ban and managed to attract a modest increas#FT, it was accompanied by
reductions in liquidity and price efficiency. In rdoast, the colocation event was
introduced during the second short sale ban arnddféao boost HFT activity in any
significant way, also leading to a worsening of keaiquality. Finally, our timeline also
allows us to isolate the effects of colocation wahd without a short-sale ban. In
comparing the effects of colocation with and withawban, we find that although HFT
does not increase in either case, liquidity impsowéh colocation in the absence of a

ban but declines rather steeply when the baneffact.

When regulatory restrictions are present, as in seiting, we fail to find the
positive effects of HFT-friendly technological ingwements that have been
documented by previous studies. Our results indid¢hat the effects of regulatory
restrictions create serious impediments that teldgmmal inducements may not be

capable of overcoming.
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TABLE 1
Sample Statistics

We provide average daily statistics for the twesityht index constituents in our sample and sevae bl
chips of the SSE. Our sample period covers Janpafp to December 2013. We provide average
statistics on market capitalization; transactiorcgyr volume in shares and euros; number of trades;
relative bid-ask spreads; displayed depth at th liest levels of the LOB, both in shares and euhas
absolute open-to-close returns; the ratio betwéenhighest and the lowest trade price, and message
traffic. We compute message traffic as the numltbdinot order book (LOB) updates per day, which is
equivalent to summing all order submissions, caimais, and modifications since. All orders in 88E

hit the LOB. We report standard deviations in p#resis. We use the rank-sum statistic of Wilcoxon t

tests for equality of medians.

All stocks Blue Chips
Mean Mean
Market Cap. (/10000) 1151334.09 3559233:%#9
(1721046.88) (2049702.52)
Price 17.09 19.94
(16.82) (24.55)
Volume /10000) 551.43 1561.38
(972.30) (1507.33)
Euro Volume (/10000) 4421.48 14026.56
(7476.87) (10346.16)
Trades 2786.76 6650.74*
(2962.78) (3950.21)
Relative bid-ask spread 0.0016 0.0088
(0.0006) (0.0003)
Depth 58181.41 74376.74
(91080.94) (50423.75)
Depth (€) 385433.38 792616.64*
(353945.77) (507494.22)
Abs. open-to-close returns 0.0142 0.0128
(0.0032) (0.0023)
Price high/low 0.0297 0.0268
(0.0061) (0.0043)
Message Traffic 46396.96 100037 .46
(43541.41) (57042.96)

*xx kx % indicates statistically different at thd%, 5% and 10% level, respectively
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TABLE 2
Overall effect on HFT

We evaluate the impact of all the technologicalraggs undertaken by the SSE from 2011 to 2012ein th
search of lower latency on HFT activity. Our sampégiod covers from January 2011 to June 2013. In
this analysis, we compare the “pre-events” (Felyrudt 2011 — June 31 2011) and “post-events”
periods (February®] 2013 - June 31 2013). This table provides the estimated coeffits of a pool
regression model with Thompson (2011) two-way elted standard errors. As dependent variable, we
use the following daily proxies for high-frequentiading: message traffic per minute (MTMIN);
message traffic per euro-volume (MTV€); messagifi¢rper volume in shares (MTV), and the number
of non-zero quote midpoint changes (CQMP). We cdmpuessage traffic as the number of limit order
book (LOB) updates per day, which is equivalenseonming all order submissions, cancelations, and
modifications. All orders in the SSE hit the LOButOexplanatory variable is a dummy for the post-
events period (“Post-Events”). We use the IBEX-8fatility (computed as the daily high/low) lagged
one period, as the control variable (VLT). Our séamgonsists of all the SSE stocks that were indude
the SSE official index (the IBEX-35) uninterruptediver the sample period. We report separatedtsesul
for seven index constituents that were always atttp ten by market capitalization over the sample
period. We refer to this later subsample as thee'dhips” of the SSE. We also report the implicit
estimated percentage change in each proxy, computesl [Post-Events/(Cons+VLT(-
1)*mean(VLT))]x100.

Panel A: All stocks

Variable MTMIN MTVE MTV CQMP
Cons. 64.36** 0.2001* 0.041 1% 4536.1 2+
Post-Events 19.16 0.0941 0.0070 -622.46
VLT(-1) 8.93 xx* 0.0054 0.0002 864.05*
Obs. 5852 5852 5852 5852
Adj.-R2 0.0149 0.0144 0.0029 0.0144
F 138.41 68.43 23.09 95.15
% Changé 30% * 47% 17% -14%

Panel B: Blue Chips

Cons. 116.23+ 0.0605%+* 0.0139+  5818.00
Post-Events 76.16+ 0.081 1+ 0.0175 1135.07
VLT(-1) 21.48 %+ 0.0018 -0.0004 16482
Obs. 1463 1463 1463 1463
Adj.-R2 0.1046 0.3454 0.0562 0.0375
F 231.03 614.89 91.12 73.54
% changé 65% *xx 134% *+ 126% 19%

*x xk *indicates statistically significant athe 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLE 3
Overall effect on liquidity

We evaluate the liquidity effects of the technotadiupgrades undertaken by the SSE from 2011 t@ ghteduce latency. Our sample period is Januaiyl 20 June 2013.
We compare the “pre-events” (February 1, 2011 e Bin 2011) and “post-events” periods (Februal0l3 - June 31, 2013). This table presents thenattd coefficients
of a pooled regression with double-clustered stahdarors, Thompson (2011). Dependent variablesheréollowing liquidity and activity proxies: Relae spread (RSPR)
is the quoted spread divided by the quote midpaeietghted by time; Quoted depth (DEPTHE) is therage of the accumulated displayed euro depth dtwbdest ask and
bid LOB quotes, weighted by time; LOB elasticityBELAST) as in Naes and Skjeltorp (2006); effecipeead (ESPR) is two times the difference betwkerrade price
and the quote midpoint multiplied by trade direatii = buyer initiated; -1 = seller-initiated); eftive spread is weighted by trade size (WESPR)jhAdis (2002)
illiquidity measure (AMIHUD) is the absolute opemtiose return divided by the daily euro volumeQ§1RSPR, WESPR, and AMIHUD are inverse measuresewhi
DEPHE£ and LOBELAST are direct measures of liquiditpL is the daily volume in shares; VOLE is thelgaolume in euros, and TRDS is the daily numbgtrades. We
use a dummy for the post-events period (“Post-Es/glas an explanatory variable. We use the IBEX:8#tility (computed as its daily high/low) laggede period, as the
control variable (VLT). Our sample consists of 88E stocks included in the SSE official index (BEX-35) uninterruptedly over the sample period §@8cks). We report
separated results for seven index constituentsvibeg always at the top ten by market capitalirativer the sample period. We refer to this latdarsample as the “blue
chips” of the SSE. We also report the implicit estied percentage change in each proxy, comput@basEvents/(Cons+VLT(-1)*mean(VLT))]x100.
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Panel A: All stocks

TABLE 3 (Cont.)

Overall effect on liquidity

Variable RSPR(x100) DEPTHE LOBELAST WESPR(x100) AMIHUD V(Z)104) VO L€(/106) TRDS
Cons. 0.0909** 236000%+* 26800%*+ 0.0870x++ 0.0146**+ 451.28*+ 48.80** 255538+
Post-Events 0.0218+ -4250 -3790x+* 0.0234*++ 0.0047++ 112.76 -21.23+ -361.91+x*
VLT(-1) 0.0083**+ -17900**+ -1340 = 0.0064*++ -0.0004 51.39x+ 3.54 #xx 230.39#x+
Obs. 5852 5852 5852 5852 5852 5852 5852 5852
Adj.-R2 0.0606 0.002 0.0307 0.0443 0.0119 0.0033 0.0158 042.0

F 593.54 14.53 579.02 316.66 64.03 29.39 206.25 77.08
% changé 23% *x+ -2% -14% *x+ 27% *x+ 32% *+ 25% -43% ** -14% **+
Panel B: Blue Chips

Cons. 0.0516+* 476000+ 45900%*+ 0.0503*+* 0.0025x+ 1390.53#+* 155.65%* 6144.32%++
Post-Events 0.0072 -63300 -6570+ 0.0099x++ 0.0021 -300.76** -75.55%  -1190.00%*+
VLT(-1) 0.004 1 #* -33500%*+ -2360 *** 0.0027*+ 0.0001 152.46+*= 11.95%#= 652.77**+
Obs. 1463 1463 1463 1463 1463 1463 1463 1463
Adj.-R2 0.0435 0.0157 0.0684 0.0708 0.0242 0.0114 0.0902 0223

F 89.74 33.30 238.72 103.45 34.32 35.41 200.31 59.24
% changeT 14% *= -13% -14% *x* 20% *** 84% -22% **x -48% *x* -19% *x+

**x kx % indicates statistically significant attie 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLE 4
Overall effect on realized volatility and price efficiency

We evaluate the impact of all the technologicalraggs undertaken by the SSE from 2011 to 2012ein th
search of lower latency on volatility and pricei@éncy. Our sample period covers from January 2011
June 2013. In this analysis, we compare the “pentsi (February I, 2011 — June 3%2011) and “post-
events” periods (February'12013 - June 31 2013). This table provides the estimated coeffits of a
pool regression model with Thompson (2011) two-waystered standard errors. We use realized
volatility and price efficiency proxies as dependeariables. Realized volatility (RVLT) is the dail
standard deviation of 1-minute trade price retuftssefficiency proxies, we choose the autocorrefatf
1-minute trade price returns (AUTOC), and the mgcerror standard deviation (PESTD) estimated using
Hasbrouk (1993). We use a dummy for the post-evestiod (“Post-Events”) as an explanatory variable.
We use the IBEX-35 volatility (computed as its gdilgh/low) lagged one period, as the control \aga
(VLT). Our sample consists of all the stocks in@ddin the SSE official index (the IBEX-35)
uninterruptedly over the sample period (28 stock&)e report separated results for seven index
constituents that were always at the top ten byketarapitalization over the sample period. We réder
this later subsample as the “blue chips” of the S&# also report the implicit estimated percentage
change in each proxy, computed as [Post-Eventsf&dnT (-1)*mean(VLT))]x100.

Panel A: All stocks

Variable RVLT(X100) AUTOC PESTD
Cons. 0.0756+ 0.0619%+ 0.021 4+
Post-Events 0.0045 0.0082 0.0001
VLT(-1) 0.0097* 0.0020 0.0016+
Obs. 5852 5852 5852
Adj.-R? 0.0521 0.0074 0.0051
F 291.93 22.60 34.06
% changé 6% 13% 0%
Panel B: Blue Chips

Cons. 0.0610* 0.0636%+ 0.01271 %+
Post-Events 0.0044 0.0055 -0.00%2
VLT(-1) 0.0089%* -0.0004 0.000 7+
Obs. 1463 1463 1463
Adj.-R2 0.1323 0.0031 0.0193
F 138.90 2.25 20.79
% changé 7% 9% -10% **

**x ** ¥ indicates statistically significant athe 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLES
Overall effect on market making costs and profits

We evaluate the impact of the technological upgagiedertaken by the SSE from 2011 to 2012 on
market making implicit costs and profits. Our sampériod covers from January 2011 to June 2013. In
this analysis, we compare the “pre-events” (Felyrudt 2011 — June 31 2011) and “post-events”
periods (February®] 2013 - June 31 2013). This table provides the estimated coeffits of a pool
regression model with Thompson (2011) two-way elted standard errors. We use the price impact (PI)
of trades and the realized spread (RZDS) (e.g.,ngluand Stoll, 1996; Hendershott, Jones, and
Menkveld, 2011) as the dependent variables. Weidenthree alternative horizons: 1, 15 and 30 sdéson
after the trade. The price impact is a measurbefriformativeness of trades and, thus, adversetsmh
costs. The realized spread measures how much ajubted bid-ask spread is earned by the liquidity
provider. The realized spread is the effective apnmainus the price impact. A dummy for the postrése
period (“Post-Events”) is our explanatory variablée use the IBEX-35 volatility (computed as itslgai
high/low) lagged one period, as the control vagafVLT). Our sample consists of the SSE stocks
included in the SSE official index (the IBEX-35)interruptedly over the sample period (28 stocksg W
report separated results for seven index constdudimat were always at the top ten by market
capitalization over the sample period. We refethte later subsample as the “blue chips” of the SSE
also report the implicit estimated percentage chang each proxy, computed as [Post-
Events/(Cons+VLT(-1)*mean(VLT))]x100.

Panel A: All stocks

Variable RZDS-5" RZDS-15" RZDS-30" PI-5" PI-15" F*3
Cons. 0.0350**  0.0300*+  0.0264*+  0.0398+=*  0.0449*  0.0485**
Post-Events -0.0037 -0.0053 -0.0062 0.03%#8 0.0194*  0.0203**+
VLT(-1) 0.0003 -0.0007 -0.0014 0.0055*++  0.0064*  0.0071x=
Obs. 5852 5852 5852 5852 5852 5852
Adj.-R° 0.004 0.0094 0.014 0.1342 0.1276 0.1189
F 25.1373 50.6662 67.1262 939.5477 859.6262 798.7403
% changér -11% -18% -24% 45+ 43% *+* 42% **x
Panel B: Blue Chips

Cons. 0.0194+  0.0159*+  0.0138*+  0.0243+*  0.0279*  0.0299**
Post-Events -0.0078* -0.0081#++ -0.0077*  0.0123+=  0.0126+*  0.0122*=
VLT(-1) -0.0005 -0.0010 -0.0010* 0.0035*+  0.0040+*  0.0040**=
Obs. 1463 1463 1463 1463 1463 1463
Adj.-R2 0.1276 0.1394 0.1297 0.2688 0.2338 0.1928
F 170.67 166.49 134.46 466.40 388.54 323.45
% changér -40% *x -519%p *+* -56% * 50% **x 450 *+* 41% **x

*** xx % indicates statistically significant athte 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean

36



TABLE 6
SIBE-Smart effect on HFT

We evaluate the impact of the introduction of tHBES Smart, the technologically updated and faster
electronic trading platform of the SSE, on April™.@012 on HFT activity. Our sample period covers
from January 2011 to June 2013. In this particatalysis, we focus on the “pre-Smart” (March 2012

— April 15", 2012) and “post-Smart” (April 16th, 2012 - May*32012) periods. This table provides the
estimated coefficients of a pool regression modigh whompson (2011) two-way clustered standard
errors. We use the following daily proxies for HE$ explanatory variables: message traffic per minut
(MTMIN); message traffic per euro-volume (MTVE); asage traffic per volume in shares (MTV), and
the number of non-zero quote midpoint changes (CRMR compute message traffic as the number of
limit order book (LOB) updates per day, which isiteanount to summing all order submissions,
cancelations, and modifications. All orders in 88E hit the LOB. Our exogenous variable is a dummy
for the post-Smart period (“Post-Smart”). We use BEX-35 volatility (computed as its daily highp
lagged one period, as the control variable (VLTyr ®@ample consists of the SSE stocks includeden th
SSE official index (the IBEX-35) uninterruptedlyenthe sample period (28 stocks). We report segérat
results for seven index constituents that were ydwat the top ten by market capitalization over the
sample period. We refer to this later subsamplb@sblue chips” of the SSE. We also report theliaiip
estimated percentage change in each proxy, computesl [Post-Events/(Cons+VLT(-
1)*mean(VLT))]x100.

Panel A: All stocks

Variable MTMIN MTVE MTV CQMP
Cons. 104,52+ 0.3331 % 0.0528%*  5651.30+
Post-Smart 7.58 0.098* 0.0121 5478.93+
VLT(-1) 10.03 *+» 0.0039++  -0.0011 1587.80+
Obs. 1762 1762 1762 1762
Adj.-R? 0.0073 0.0167 0.0041 0.0842
F 50.85 27.54 11.83 216.23
% changéd 7% *+x 299 * 23% 9696 **+

Panel B: Blue Chips

Cons. 224, 7F 0.1302+++ 0.0243+  8358.08++
Post-Smart 26,81+ 0.0101 -0.0023 8948414+
VLT(-1) 20.21 *+ 0.0005++  -0.0002 2802.86+
Obs. 441 441 441 441
Adj.-R2 0.0207 0.0053 0.002 0.1051
F 27.06 2.56 3.41 86.05
% changéd 129k 8% -9% 106%*

*x ** *indicates statistically significant attie 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLE 7
SIBE-Smart effect on liquidity

We evaluate the impact of the introduction of thBESSmart, the technologically updated and faskecteonic trading platform of the SSE, on April™L.&012 on liquidity.
Our sample period covers from January 2011 to 2048, but in this particular analysis we focus lo@ ‘pre-Smart” (March i, 2012 — April 18, 2012) and “post-Smart”
(April 16th, 2012 - May 3%, 2012) periods. This table provides the estimatmefficients of a pool regression model estimatétth Whompson (2011) two-way clustered
standard errors. We use liquidity and activity pesxas dependent variables. The relative bid-asasp(RSPR) is the quoted bid-ask spread dividethéyuote midpoint
and weighted by time. Quoted depth (DEPTHE) isaherage between the accumulated displayed eurbd defite five best ask and bid LOB quotes, alsgkted by time.
We compute the LOB elasticity (LOBELAST) as in N&a®l Skjeltorp (2006). The effective spread (ESBR)o times the difference between the trade paiwe the quote
midpoint multiplied by the trade direction (1 = laumyinitiated; -1 = seller-initiated). The effectigpread is averaged weighting by trade size (WESRR)hud’s (2002)
illiquidity measure (AMIHUD) is the absolute opentlose return divided by the daily euro volumeQ&L RSPR, WESPR, and AMIHUD are inverse measuréquidity
while DEPH€ and LOBELAST are direct measures afitiity. VOL is the daily volume in shares; VOL£€tise daily volume in euros, and TRDS is the dailynber of
trades. Our explanatory variable is a dummy forpgbst-Smart period (“Post-Smart”). We use the IBEXvolatility (computed as its daily high/low) lagmjone period, as
the control variable (VLT). Our sample consistshef SSE stocks included in the SSE official indiwe (BEX-35) uninterruptedly over the sample peri@8 stocks). We
report separated results for seven index constigutiat were always at the top ten by market cligatéion over the sample period. We refer to thiet subsample as the
“blue chips” of the SSE. We also report the implastimated percentage change in each proxy, cat@s [Post-Events/(Cons+VLT(-1)*mean(VLT))]x100.
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Panel A: All stocks

TABLE 7 (Cont.)

SIBE-Smart impact on liquidity

Variable RSPR(x100) DEPTHE LOBELAST WESPR(x100) AMIHUD V(Z)104) VO L€(/106) TRDS
Cons. 0.1032+* 212000#+* 23400%*+ 0.0926*** 0.0233#* 496.06*++ 48.21 ** 2572.7 1x*+
Post-Smart 0.0388x+* -47200%** -4040** 0.0422x+* 0.0125** 80.99+* -16.69*** 303.46%++
VLT(-1) 0.0083#** -8280**+ -1130 %+ 0.0051 #*+ -0.0038++ 45.50%* 3.90 ##+ 219.66%*+
Obs. 1762 1762 1762 1762 1762 1762 3892 3892
Adj.-R2 0.1297 0.0337 0.062 0.0752 0.0195 0.0031 0.0028 0.007
F 733.72 176.73 513.48 200.61 30.83 21.18 34.84 85.67
% changé 38%0 *x+ -22% **x -17% 46% **+ 54% #x+ 16% **+ -35% **= 12% *+
Panel B: Blue Chips

Cons. 0.05%+* 462000++* 43000+ 0.0489#+ 0.0041* 1446.34** 123.15%*= 6547.95%++
Post-Smart 0.0149#+* -103000** -6760** 0.0153#** 0.0009%*+* 325.39#x+ -0.52 792.66+*
VLT(-1) 0.0048**+ -27000%*** -2290#* 0.0034#+ -0.0003* 151.18x*+ 6.28 **+ 552.06*+
Obs. 441 441 441 441 441 441 441 441
Adj.-R2 0.1533 0.0963 0.1661 0.1827 0.0034 0.0168 0.0029 0200

F 219.31 87.00 187.51 130.21 1.52 20.0113 2.3722 18.9818
% changeT 29% *** -22% ** -16% **+ 31% *** 22% *** 22% *** -0.42% 12%0*+

*x xk *indicates statistically significant athie 1%, 5% and 10% level, respectively.

T Control variable evaluated at the mean
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TABLE 8
SIBE-Smart effect on realized volatility and price efficiency

We evaluate the impact of the introduction of tHBES Smart, the technologically updated and faster
electronic trading platform of the SSE, on Aprilt1,62012 on volatility and price efficiency. Oumsale
period covers from January 2011 to June 2013, rbtlti$ particular analysis we focus on the “pre-8fma
(March ', 2012 — April 18, 2012) and “post-Smart” (April 16th, 2012 - Mays32012) periods. This
table provides the estimated coefficients of a pegression model estimated with Thompson (2011)
two-way clustered standard errors. We use reahlzdatility and price efficiency proxies as depentden
variables. Realized volatility (RVLT) is the daibfandard deviation of 1-minute trade price retuis.
efficiency proxies, we choose the autocorrelatiénlgninute trade price returns (AUTOC), and the
pricing error standard deviation (PESTD) estimaisthg Hasbrouck (1993). Our explanatory variable is
a dummy for the post-events period (“Post-Eventgle use the IBEX-35 volatility (computed as its
daily high/low) lagged one period, as the contrafiable (VLT). Our sample consists of the SSE stock
included in the SSE official index (the IBEX-35)interruptedly over the sample period (28 stocksg W
report separated results for seven index constdudimat were always at the top ten by market
capitalization over the sample period. We refette later subsample as the “blue chips” of the SSE
also report the implicit estimated percentage chang each proxy, computed as [Post-
Events/(Cons+VLT(-1)*mean(VLT))]x100.

Panel A: All stocks

Variable RVLT(X100) AUTOC PESTD
Cons. 0.0769 0.0640%* 0.0212+
Post-Smart 0.040#+ 0.0100 0.0100%+
VLT(-1) 0.0089 0.0000%** 0.0010%
Obs. 3892 1762 1762
Adj.-R? 0.2877 0.0082 0.0725
F 1400.03 7.84 194.1182
% changé 520 **+ 16% ** AT% **
Panel B: Blue Chips

Cons. 0.0613+ 0.0549x+x 0.0104#»
Post-Smart 0.0288+ 0.0161+ 0.0025++»
VLT(-1) 0.0090%+ 0.001 2%+ 0.0007++
Obs. 441 441 441
Adj.-R2 0.4387 0.0284 0.1202
F 314.29 7.88 52.74
% changé A7% *x* 2904 ** 24% *xx

*x *x % indicates statistically significant athlie 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLE9
SIBE-Smart effect on market making costs and profits

We evaluate the impact of the introduction of tHBES Smart, the technologically updated and faster
electronic trading platform of the SSE, on Aprilti62012 on the market making implicit costs and
profits. Our sample period covers from January 2011une 2013. In this particular analysis, we focn

the “pre-Smart” (March %, 2012 — April 1%, 2012) and “post-Smart” (April 16th, 2012 - May®31
2012) periods. We provide the estimated coeffici@fta pool regression model with Thompson (2011)
two-way clustered standard errors. We use the pmpact (PI) of trades and the realized spread (®2D
(e.g., Hendershott, Jones, and Menkveld, 2011)epertlent variables. We consider three alternative
horizons: 1, 15 and 30 seconds after the trade.pfite impact is a measure of the informativendss o
trades and, this, adverse selection costs. Thezedatpread measures how much of the quoted bid-ask
spread is earned by the liquidity provider. Thelized spread is the effective spread minus theepric
impact. The explanatory variable is a dummy for post-events period (“Post-Events”). We use the
IBEX-35 volatility (computed as its daily high/lodggged one period, as the control variable (VIOyr
sample consists of the SSE stocks included in 8t &ficial index (the IBEX-35) uninterruptedly ave
the sample period (28 stocks). We report separatsdts for seven index constituents that were ydwa
at the top ten by market capitalization over the@a period. We refer to this later subsample a&s th
“blue chips” of the SSE. We also report the impliestimated percentage change in each proxy,
computed as [Post-Events/(Cons+VLT(-1)*mean(VLT)]R.

Panel A: All stocks

Variable RZDS-5" RzZDS-15"  RzZDS-30" PI-5" PI-15" 3
Cons. 0.0244+  0.0179++  0.0147++  0.0580%+  0.0644=+  0.0676%+
Post-Smart 0.0084 0.0076 0.0069 0.0224*  0.0226++  0.0234%+
VLT(-1) -0.0023++  -0.0030%  -0.0034++  0.0060++  0.0067++*  0.0071<
Obs. 1762 1762 1762 1762 1762 1762
Adj.-R? 0.0076 0.007 0.0066 0.1505 0.1322 0.1227
F 15.1544 11.8253 10.2583 4514918  409.8654  394.0068
% changéd 33% * 43% 47% 380+ 3506 *+ 3506 *+

Panel B: Blue Chips

Cons. 0.0134++ 0.0108#** 0.0102+#** 0.0287** 0.031 Lxxx 0.0317#**
Post-Smart -0.0039 -0.0036 -0.0034 0.0351  0.0149* 0.0146%+*
VLT(-1) -0.0018*  -0.0021*** -0.002+* 0.0046*+* 0.0049#++ 0.0049#*
Obs. 441 441 441 441 441 441
Adj.-R2 0.0814 0.091 0.0913 0.2981 0.2768 0.2583
F 27.5979 27.9405 25.9747 210.8723 202.6588 202.4633
% Changé -29% -33% -33% 52%0+* 48% *x+ 46% **+

*+* +* *indicates statistically significant athie 1%, 5% and 10% level, respectively.
t Control variable evaluated at the mean
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TABLE 10
Short-sdlling bans. Compar ative effect on HFT

The SSE banned short-selling two times within ampgle period (January 2011 - June 2013). The first
short-selling ban (SSB) run from August™ 2011 to February 152012 and affected only to 16 stocks
from the financial sector (8 of them within our gae). The 2° SSB started on July 23rd, 2012, and
finished on January 31st, 2013. However, colocaticas introduced within the second SSB, on
November 12th, 2012. To control for this potenyiaklevant event, we limit the 2nd SSB period tty Ju
23rd, 2012 to November 11th, 2012. We test foredéiices in the level of HFT within both SSB periods
This table provides the estimated coefficients pbal regression model with Thompson (2011) two-way
clustered standard errors. We use the followindydaioxies for HFT as dependent variables: message
traffic per minute (MTMIN); message traffic per ewolume (MTV€); message traffic per volume in
shares (MTV), and number of non-zero quote midpcdianges (CQMP). We compute message traffic
as the number of limit order book (LOB) updates play, which equals to summing all order
submissions, cancelations. All orders in the SSEH& LOB. The coefficient of interest is “SSB2”, a
dummy for the 2 SSB period (“SSB2”). We use the IBEX-35 volatilisomputed as the daily high/low)
lagged one period, as the control variable (VLT ®@ample consists of all the SSE stocks included i
the SSE official index (the IBEX-35) uninterruptedbver the sample period (Panel A). We report
separated results for seven index constituentsibeg always at the top ten by market capitalizatieer

the sample period (“blue chips,” Panel B). We répbe implicit estimated percentage change in each
proxy, computed as [Post-Events/(Cons+VLT(-1)*m&an())]x100.

Panel A: All stocks

Variable MTMIN MTVE MTV CQMP
Cons. 97.97+ 0.3426*+* 0.0552x* 6027.38*+*
SSB2 -75.89*+ -0.036 -0.0106+* -2920.00**
VLT(-1) 14.04 # 0.007 0 1262.23+
Obs. 5992 5992 5992 5992
Adj.-R* 0.0891 0.0031 0.0047 0.05
F 903.74 12.62 31.49 414,51
% changé TT% *x -11% ~19% ** 480 *++
Panel B: Blue Chips

Cons. 228.93* 0.1442x* 0.0274++ 11600.00x*
SSB2 -185.13* -0.0464+*+ -0.0057**  -5490.00*
VLT(-1) 37.39 %+ 0.0041* -0.0004 2834.54*+
Obs. 1498 1498 1498 1498
Adj.-R2 0.2587 0.0783 0.0081 0.0919
F 529.69 100.99 29.24 170.53
% changé -81% *** =329 **+ -21% *x+ -47% **

*x *k *indicates statistically significant athe 1%, 5% and 10% level, respectively.

T Control variable evaluated at the mean

42



TABLE 11
Short-selling bans: Compar ative effect on liquidity

The SSE banned short-selling two times within amgle period (January 2011 - June 2013). Thedhstt-selling ban (SSB) run from August™ 2011 to February 15
2012 and affected only to 16 stocks from the fifi@nsector (8 of them within our sample). TH¥ 3SB started on July 23rd, 2012, and finished oway 31st, 2013.
However, colocation was introduced within the sec8%B, on November 12th, 2012. To control for fogentially relevant event, we limit the 2nd SSBige to July 23rd,
2012 to November 11th, 2012. We test for differarioethe level of liquidity within both SSB timéeEhis table provides the estimated coefficients pbal regression model
with Thompson (2011) two-way clustered standardreriVe use liquidity and activity proxies as degent variables. The relative bid-ask spread (RS®R)e quoted bid-
ask spread divided by the quote midpoint and weigjbly time. Quoted depth (DEPTHE) is the averadged®n the accumulated displayed euro depth aivhéést ask and
bid LOB quotes, also weighted by time. We compu@BLelasticity (LOBELAST) as in Naes and SkjeltoB9Q6). The effective spread (ESPR) is two timesdifference
between the trade price and the quote midpointiptiell by the trade direction (1 = buyer initiatedl;= seller-initiated). The effective spread igaged weighting by trade
size (WESPR). Amihud’s (2002) illiquidity measu/MIHUD) is the absolute open-to-close return divddgy the daily euro volume (x106). RSPR, WESPR, AdHUD
are inverse measures of liquidity while DEPH€ a@BELAST are direct measures of liquidity. VOL itHaily volume in shares; VOLE is the daily volumesuros, and
TRDS is the daily number of trades. The coefficiehinterest is “SSB2”, a dummy for th8"5SB period (“SSB2”). We use the IBEX-35 volatiligomputed as the daily
high/low) lagged one period, as the control vagaMLT). Our sample consists of all the SSE stdtkas included in the SSE official index (the IBEX®)3uninterruptedly
over the sample period (Panel A). We report sepdregsults for seven index constituents that wkveys at the top ten by market capitalization otver sample period
(“blue chips,” Panel B). We report the implicit iesated percentage change in each proxy, computfRbas-Events/(Cons+VLT(-1)*mean(VLT))]x100.
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TABLE 11 (Cont.)
Short-selling bans: Compar ative effect on liquidity

Panel A: All stocks

Variable RSPR(x100) DEPTHE  LOBELAST WESPR(x100) AMIHUD V(Z)104) VOL=€(/106) TRDS
Cons. 0.1132+*= 187000x* 20000#** 0.1109%** 0.0196%** 348.28+*+ 33.87#xx 2149.84x*
SSB2 0.047G*= -40100%* -3800 **+ 0.057 1% 0.0179+* -58.07 -14.9%* -726.31*+
VLT(-1) 0.0172#* -4460 -1020x* 0.0127**= 0.0008 52.06+* 2.99 x+x 200.83#*+
Obs. 5992 5992 5992 5992 5992 5992 5992 5992
Adj.-R2 0.1316 0.0162 0.0538 0.0969 0.0251 0.0063 0.0158 0213

F 1107.45 123.49 848.03 676.91 120.44 93.26 208.82 299.21
% changé 41% == -21% =+ -19% == 519% *** 91% **= -17% -44% *++ -0.34 #x+
Panel B: Blue Chips

Cons. 0.0549++ 383000+*+ 36000+ 0.0570%** 0.0031#* 1128.20%*+ 108.86*++ 5317.02x**
SSB2 0.0307+*+ -101000+ -7910#*= 0.0252#** 0.0040+ -279.58%*+ -47.79*  -1790.00%*+
VLT(-1) 0.0087 **+ -13700 -1760*+ 0.0057+** 0.0001 175.18+ 10.42 %= 631.30%*+
Obs. 1498 1498 1498 1498 1498 1498 1498 1498
Adj.-R2 0.1477 0.048 0.1653 0.1864 0.043 0.0331 0.0839 9208

F 194.76 61.70 398.39 278.82 55.39 86.63 161.42 176.03
% changé 56% **= -26% = -22% ** 44% *** 129% **= -25% *+* -44% ** -34% **

*x % * indicates statistically significant athte 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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TABLE 12
Short-selling bans: Compar ative effect on realized volatility and price efficiency

The SSE banned short-selling two times within ampgle period (January 2011 - June 2013). The first
short-selling ban (SSB) run from August™ 2011 to February 152012 and affected only to 16 stocks
from the financial sector (8 of them within our gae). The 2° SSB started on July 23rd, 2012, and
finished on January 31st, 2013. Colocation begahinvthe second SSB, on November 12th, 2012. To
control for this potentially relevant event, we iirthe 2 SSB period to July 23rd, 2012 to November
11th, 2012. We test for differences in the leveVolftility and price efficiency within both SSB feds.
This table provides the estimated coefficients pbal regression model with Thompson (2011) two-way
clustered standard errors. Realized volatility (RYls the daily standard deviation of 1-minute #ad
price returns. As efficiency proxies, we choose th#ocorrelation of 1-minute trade price returns
(AUTOC), and the pricing error standard deviati®®ESTD) estimated using Hasbrouk (1993). The
coefficient of interest is “SSB2”, a dummy for t28" SSB period (“SSB2”). We use the IBEX-35
volatility (computed as the daily high/low) laggede period, as the control variable (VLT). Our semp
consists of all the SSE stocks included in the 88i€ial index (the IBEX-35) uninterruptedly ovene
sample period (Panel A). We report separated efuitseven index constituents that were alwaybheat
top ten by market capitalization over the sampleoge(“blue chips,” Panel B). We report the implici
estimated percentage change in each proxy, computsl [Post-Events/(Cons+VLT(-
1)*mean(VLT))]x100.

Panel A: All stocks

Variable RVLT(X100) AUTOC PESTD
Cons. 0.0815+ 0.0638 %+ 0.0254++
SSB2 0.0058 0.0085+ 0.0111%+
VLT(-1) 0.0171 0.0010 0.0036+
Obs. 5992 5992 5988
Adj.-R2 0.2129 0.0059 0.0671
F 1240.85 18.00 420.58
% changé 7% 130 *+ 44%

Panel B: Blue Chips

Cons. 0.064 7+ 0.0562%+» 0.0116%+
SSB2 0.0081 0.0039 0.0066
VLT(-1) 0.0153%+ 0.0035+* 0.0018+
Obs. 1498 1498 1498
Adj.-R2 0.3596 0.0101 0.212
F 467.82 7.73 268.51
% changéd 12% 7% 520fxx

**x *% % indicates statistically significant athe 1%, 5% and 10% level, respectively.
t Control variable evaluated at the mean
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TABLE 13
Short-selling bans: Compar ative effect on market making costs and pr ofits

The SSE banned short-selling two times within ampgle period (January 2011 - June 2013). The first
short-selling ban (SSB) run from August™ 2011 to February 152012 and affected only to 16 stocks
from the financial sector (8 of them within our gae). The 2° SSB started on July 23rd, 2012, and
finished on January 31st, 2013. Colocation begahinvthe second SSB, on November 12th, 2012. To
control for this potentially relevant event, we iirthe 2 SSB period to July 23rd, 2012 to November
11th, 2012. We test for differences in market mgldosts and profits within both SSB times. Thiddab
provides the estimated coefficients of a pool regien model with Thompson (2011) two-way clustered
standard errors. We use the price impact (Pl)aafds and the realized spread (RZDS) (e.g., Henol&rsh
Jones, and Menkveld, 2011) as dependent variadesconsider three alternative horizons: 1, 15 a@hd 3
seconds after the trade. The price impact is a unead the informativeness of trades and, thuseesty
selection costs. The realized spread measures havh wf the quoted bid-ask spread is earned by the
liquidity provider. The realized spread is the effee spread minus the price impact. The coefficin
interest is “SSB2”, a dummy for th&“2SSB period (“SSB2”). We use the IBEX-35 volatilisomputed

as the daily high/low) lagged one period, as thetrcd variable (VLT). Our sample consists of aleth
SSE stocks that included in the SSE official inwe IBEX-35) uninterruptedly over the sample pério
(Panel A). We report separated results for sevdaxrconstituents that were always at the top ten by
market capitalization over the sample period (“btimgps,” Panel B). We report the implicit estimated
percentage change in each proxy, computed as [Resits/(Cons+VLT(-1)*mean(VLT))]x100.

Panel A: All IBEX Stocks

Variable RZDS-5" RZDS-15" RZDS-30" PI-5" PI-15" R*3
Cons. 0.0425*  0.0365*+*  0.0331**  0.0549++  0.0608*+  0.0641%*
SSB2 0.0205**  0.0201*+  0.0188*+  0.0140*»  0.0143**  0.0156**
VLT(-1) 0.0015 0.0005 -0.0003 0.008%  0.0098++  0.0107*+
Obs. 5992 5992 5992 5992 5992 5992
Adj.-R2 0.0383 0.0354 0.0308 0.1098 0.107 0.1077
F 256.45 216.57 173.38 751.85 724.47 724.63
% changé 48% *** 55% *** 57% #** 26% ** 249 #x* 24% *x
Panel B: Blue Chips

Cons. 0.0173*  0.0137*  0.0124*+  0.0325**  0.0361***  0.0374***
SSB2 0.0086+ 0.0065** 0.0043 0.0108*  0.0129*+  0.0150***
VLT(-1) -0.0005 -0.0008 -0.0010 0.005%  0.0056++*  0.0058+*+
Obs. 1498 1498 1498 1498 1498 1498
Adj.-R2 0.0769 0.0473 0.0266 0.1835 0.1876 0.1937
F 79.55 4541 23.65 286.03 290.11 299.62
% changé 50% *+ A7% * 35% 33%0 *x+ 36% *** 40% **x

*ex +* *indicates statistically significant athte 1%, 5% and 10% level, respectively.
t Control variable evaluated at the mean
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TABLE 14
Colocation: effect on HFT

In the SSE, colocation services were introducedNomember 12th, 2012, within a short-selling ban
period that started on July 23rd, 2012 and finisbedlanuary 31st, 2013. We test for differencethén
level of HFT before and after colocation. Firstie compare the “pre-colocation” period (July’22013

— November 1%, 2012), a time with banned short-selling and nio@ation, with the “post-colocation”
period (November 1% 2012 — January 31 2013), a time with banned short-selling and cafion.
Secondly, we compare the “pre-ban” period (Aprif'18012 — July 2%, 2012), a time with no ban and
no colocation, with the “post-ban” period (Februafy 2013 — June 31 2013), a time with no ban but
with colocation. This table provides the estimatedfficients of a pool regression model with Thomps
(2011) two-way clustered standard errors. Our depenvariables are daily proxies for high-frequency
trading: message traffic per minute (MTMIN); messagffic per euro-volume (MTV€); message traffic
per volume in shares (MTV), and the number of nerezjuote midpoint changes (CQMP). We compute
message traffic as the number of limit order bddRE) updates per day. We use the IBEX-35 volatility
(computed as the daily high/low) lagged one perasdthe control variable (VLT). Our sample consists
all the SSE stocks that included in the SSE officidex (the IBEX-35) uninterruptedly over the sdenp
period (Panel A). We report separated resultsdoes index constituents that were always at thadnp
by market capitalization over the sample periodughchips,” Panel B). We report the implicit estisth
percentage change in each proxy, given by [PostHS(€ons+VLT(-1)*mean(VLT))]x100.
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Panel A: Al stocks

Variable MTMIN MTVE MTV CQMP Obs.
Cons. 39.17+  0.2971++  0.0445*+  3322.88*+ 3808
Post- vs. pre-colocation -3.00 -0.124%5 -0.0158*+  -2200.00***
VLT(-1) 7.03++  0.0109 0.0000 1173.18*
Adj.-R2 0.0206 0.0312 0.0159 0.1055

% changé -8% 42% wxx =369 *x -669%%0 ***

Cons. 106.73* 0.429%*+ 0.06*+ 12300.00~+ 4816
Post- vs. pre-ban -22.34 -0.148+  -0.0155 -8920.006**
VLT(-1) 8.46++  0.0125+  0.0021*++  1129.20***

Adj.-R2 0.0168 0.0225 0.0088 0.1953

% changéd 21% = -34% =  -26% ST 2% *xx

Panel B: Blue Chips

Cons. 94.16*+ 0.099++  0.0206* 7366.46+* 952
Post- vs. pre-colocation -5.01 -0.0106 -0.0031 -4636:00
VLT(-1) 16.75*+  0.0036 0.0000*  2334.67**
Adj.-R2 0.0511 0.0141 0.0030 0.1794

% changéd 5% -11% -15% -2+

Cons. 222.88*  0.1359~+  0.0235* 18000*+ 1204
Post- vs. pre-ban -26.27 0.007 0.0084  -11600%**+
VLT(-1) 19.22=+  0.0011 -0.0007*  1966.87*

Adj.-R2 0.0262 0.0016 0.0119 0.1990

% changd -12% 5% 36%:+ -64%

ek xk * indicates statistically significant athie 1%, 5% and 10% level, respectively.

T Control variable evaluated at the mean
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TABLE 15
Colocation: effect on liquidity

In the SSE, colocation services were introducetlovember 12th, 2012, within a short-selling barigebthat started on July 23rd, 2012 and finishedamuary 31st, 2013.
We test for differences in liquidity before andeaftolocation. Firstly, we compare the “pre-colémait period (July 2%, 2013 — November 1" 2012), a time with banned
short-selling but no colocation, with the “postacation” period (November 22012 — January §12013), a time with banned short-selling and wittocation. Secondly,
we compare the “pre-ban” period (AprilL62012 — July 2%, 2012), a time with no and no colocation, with thest-ban” period (February®12013 — June 3% 2013), a
time with no ban but with colocation. This tableyides the estimated coefficients of a pool regoessiodel with Thompson (2011) two-way clusterezhdird errors. Our
dependent variables are liquidity and activity pesx The relative bid-ask spread (RSPR) is theegubtd-ask spread divided by the quote midpoint\waihted by time.
Quoted depth (DEPTHE) is the average between tbenadated displayed euro depth at the five bestamskbid LOB quotes, also weighted by time. We catmd OB
elasticity (LOBELAST) as in Naes and Skjeltorp (BD0The effective spread (ESPR) is two times tlfifedince between the trade price and the quoteamtmultiplied by
the trade direction (1 = buyer initiated; -1 = eelinitiated). The effective spread is averagedgiving by trade size (WESPR). Amihud’s (2002) iiidity measure
(AMIHUD) is the absolute open-to-close return dieddby the daily euro volume (x106). RSPR, WESPR, AMIHUD are inverse measures of liquidity while PEHE and
LOBELAST are direct measures of liquidity. VOL isetdaily volume in shares; VOL£ is the daily volumesuros, and TRDS is the daily number of tradés. use the
IBEX-35 volatility (computed as the daily high/lowggged one period, as the control variable (VLOW sample consists of all the SSE stocks thatded in the SSE
official index (the IBEX-35) uninterruptedly ovelng sample period (Panel A). We report separatadtsefor seven index constituents that were alwatythe top ten by

market capitalization over the sample period (“bibés,” Panel B). We report the implicit estimafeetcentage change in each proxy, given by [Posts(Cons+VLT(-
1)*mean(VLT))]x100.
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Panel A: All IBEX Stocks

TABLE 15 (Cont.)
Colocation: effect on liquidity

Variable RSPR(x100) DEPTHE LOBELAST WESPR(x100) AMIHUD  Y@0%) VOLE(10) TRDS Obs.
Cons. 0.1009+ 252000x++ 23000#*+ 0.1056%** 0.0149+#= 295.68#+* 20.92#+  1397.90++ 4452
Post- vs. pre-colocation 0.0372 7189+ -2820#*+ 0.0424#xx 0.0118#* 200.08 1.03 76.79

VLT(-1) 0.0143%#= -28700 -1350-*+ 0.0090%+* 0.0020 49.82+x 2.16%+ 211.34#x*

Adj.-R2 0.0516 0.0031 0.012 0.0437 0.0136 0.0056 0.0031 1180

% changé 37% ** 3% *= -12% xxx 40% *»x 79% #x+ 67% 5% 5%

Cons. 0.151 %+ 150000%++ 17600#*+ 0.1345#** 0.0269#** 591.36%+* 35.96++  2870.87++ 4816
Post- vs. pre-ban -0.0356: 64800+* 4117 %= -0.0224++ -0.0058++ 16.55 -4.40+  -538.59%+

VLT(-1) 0.0062+*+ -9010#* -635 *x* 0.0054#+* -0.0013++ 27.88#* 1.40 %+ 156.01%+

Adj.-R2 0.0891 0.0358 0.0465 0.0272 0.0047 0.0044 0.0030  0067.

% changé -23% 43% 23% #xx “17% #x -22% =* 3% -12%p #xx -19% =

Panel B: Blue Chips

Cons. 0.0513* 452000++* 39700%*+ 0.0590%+* 0.0039#+ 832.26++ 67.23++  3529.15++ 1113
Post- vs. pre-colocation 0.0280 85400+ -3660*++ 0.0148++ 0.0016 -122.19+ -4.92 -284.55

VLT(-1) 0.0081+* -54700 -2540+ 0.0034#x* 0.0005 181.89+ 7.88xxx 630.90%+*

Adj.-R2 0.0643 0.0099 0.0175 0.0399 0.0051 0.0430 0.0277 0701

% changé 39% * 19% = =90 #xx 25% »= 41% -15% * -1% -8%

Cons. 0.0745* 276000+ 32000#*+ 0.0704#** 0.0043+  1862.84++ 116.50%+  7276.41=+ 1204
Post- vs. pre-ban -0.012%« 99900+* 4822 xxx -0.0073+ 0.0007 -635.33+ -22.79%+  -1870.00%*

VLT(-1) 0.0023x#+ -14100%* -1000#*+ 0.0012 -0.000%++ 78.66%+* 4.66 #+* 411.29%+

Adj.-R2 0.0749 0.0865 0.0551 0.0308 0.0035 0.0388 0.0246 0565

% changée -16% **= 36% ** 159% *** -10% + 16% -34% ** -20% *= -26% =+

*+x +x *indicates statistically significant athite 1%, 5% and 10% level, respectively.

1 Control variable evaluated at the mean

50



TABLE 16
Colocation: effect on realized volatility and efficiency

In the SSE, colocation services were introducedNomember 12th, 2012, within a short-selling ban
period that started on July 23rd, 2012 and finisbadJanuary 31st, 2013. We test for differences in
volatility and price efficiency before and aftedaation. Firstly, we compare the “pre-colocatiq®@riod
(July 239 2013 — November 1" 2012), a time with banned short-selling but ntocation, with the
“post-colocation” period (November $22012 — January 812013), a time with banned short-selling
and with colocation. Secondly, we compare the ‘paa® period (April 18, 2012 — July 2%, 2012), a
time with no ban and no colocation, with the “pban” period (February®] 2013 — June 31 2013), a
time with no ban but with colocation. This tableyides the estimated coefficients of a pool redgoess
model with Thompson (2011) two-way clustered stati@arors. Realized volatility (RVLT) is the daily
standard deviation of 1-minute trade price retuftssefficiency proxies, we choose the autocorrefatf
1-minute trade price returns (AUTOC), and the pgcerror standard deviation (PESTD) estimated using
Hasbrouck (1993). We use the IBEX-35 volatility fqouted as the daily high/low) lagged one period, as
the control variable (VLT). Our sample consistsatifthe SSE stocks that included in the SSE officia
index (the IBEX-35) uninterruptedly over the sampkxiod (Panel A). We report separated results for
seven index constituents that were always at theen by market capitalization over the sampleqakri
(“blue chips,” Panel B). We report the implicit ieshted percentage change in each proxy, given by
[Post-Events/(Cons+VLT(-1)*mean(VLT))]x100.
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Panel A: All stocks

Variable RVLT(X100) AUTOC PESTD Obs.
Cons. 0.0890** 0.0700%*+ 0.0362*++ 3808
Post- vs. pre-colocation -0.0138 0.0131*+  -0.0053***

VLT(-1) 0.0164**= 0.0020 0.0038**

Adj.-R2 0.2179 0.0084 0.0533

% changé -159p 19% =+ -15% **

Cons. 0.1182+ 0.0680*** 0.0328+* 4870
Post- vs. pre-ban -0.0338 0.0021 -0.0100+**

VLT(-1) 0.0073*** 0.0020 ~ 0.0009#**
Adj.-R2 0.2467 0.0009 0.0659

% changé -290p ** 3% -300% **

Panel B: Blue Chips

Cons. 0.075%* 0.0555% 0.0173x** 952
Post- vs. pre-colocation -0.0228 0.0096 ** -0.0021

VLT(-1) 0.0142 ** 0.0053#** 0.0020%**

Adj.-R2 0.5306 0.0151 0.1025

% changd -30% ** 17% -12%

Cons. 0.0968** 0.0659%*+ 0.0164++ 1204
Post- vs. pre-ban -0.026 -0.0016 -0.0039**

VLT(-1) 0.006 **+ 0.0022 -0.0001

Adj.-R2 0.4112 0.0026 0.0921

% changéd 27% #x 2% “DA%% *x

*x ** *indicates statistically significant athie 1%, 5% and 10% level, respectively.

T Control variable evaluated at the mean
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TABLE 17
Colocation: effect on market making costs and profits

In the SSE, colocation services were introducedNomember 12th, 2012, within a short-selling ban
period that started on July 23rd, 2012 and finisbadJanuary 31st, 2013. We test for differences in
market making profits and costs before and aftéoazgion. Firstly, we compare the “pre-colocation”
period (July 2%, 2013 — November 1" 2012), a time with banned short-selling but niocation, with

the “post-colocation” period (November"12012 — January §12013), a time with banned short-selling
and with colocation. Secondly, we compare the ‘tpaa® period (April 18, 2012 — July 2%, 2012), a
time with no ban and no colocation, with the “pban” period (February®] 2013 — June 31 2013), a
time with no ban but with colocation. This tableyides the estimated coefficients of a pool redgoess
model with Thompson (2011) two-way clustered statidarors. We use the price impact (PI) of trades
and the realized spread (RZDS) (e.g., Huang anti1286) as the dependent variable. We consideethr
alternative horizons: 1, 15 and 30 seconds after tthde. The price impact is a measure of the
informativeness of trades and, thus, adverse smtecbsts. The realized spread measures how much of
the quoted bid-ask spread is earned by the liquaibvider. We use the IBEX-35 volatility (computasl

the daily high/low) lagged one period, as the aaniariable (VLT). Our sample consists of all th8ES
stocks that included in the SSE official index (fiBEX-35) uninterruptedly over the sample period
(Panel A). We report separated results for sevdaxrconstituents that were always at the top ten by
market capitalization over the sample period (“btimgps,” Panel B). We report the implicit estimated
percentage change in each proxy, given by [PostHSi(€ons+VLT(-1)*mean(VLT))]x100.

Panel A: All stocks

Variable RZDS-5" RZDS-15" RzDS-30" PI-5" P1-15" R13 Obs.
Cons. 0.061 % 0.0555%#*+ 0.0512#* 0.0723#* 0.0784#x+ 0.0827++ 3808
Post- vs. pre-colocation  -0.0018 -0.0014 -0.0016 -01619  -0.0195++  -0.0193#+*

VLT(-1) 0.002 0.0009 0.0000 0.007% 0.0085%++ 0.0095x*+

Adj.-R2 0.0042 0.0012 0.0003 0.1285 0.125 0.1207

% changé -3% -3% -3% =26+ -250p #xx =239 #xx

Cons. 0.0308++ 0.0243++ 0.0208+ 0.0796++ 0.0860%++ 0.0895+++ 4816
Post- vs. pre-ban 0.0019 0.0013 0.0001 -0.0242 -0.0206***  -0.0194*+

VLT(-1) -0.0005 -0.0012 -0.0017» 0.0051 %+ 0.0058%++ 0.0063+*+

Adj.-R2 0.0011 0.0019 0.0023 0.1355 0.1133 0.0951

% changeT 6% 5% 0% -27%+* -24% *xx -22% *x+

Panel B: Blue Chips

Cons. 0.027 k= 0.0220%*+ 0.0191 %+ 0.0450%+ 0.0500%++ 0.0528x++ 952
Post- vs. pre-colocation 0.0047 0.0062  0.0062+ -0.0160#+  -0.0175*+  -0.0174x*

VLT(-1) -0.0009 -0.0015 -0.002+ 0.0046+++ 0.0052+++ 0.0056+++

Adj.-R2 0.0274 0.0515 0.0622 0.2841 0.2827 0.2636

% changeT 17% 28%* 33% ** -35%0 *x+ -35% **x -33%0 *x+

Cons. 0.009 7 0.007 1x*+ 0.0059++ 0.0467++ 0.0493x+ 0.0504# 1204
Post- vs. pre-ban 0.0034 0.0018 0.0009 -0.0098*  -0.0076++  -0.0068+**

VLT(-1) -0.0014#+  -0.0016*+*  -0.0014x+= 0.003 1+ 0.0034#++ 0.0032+#+

Adj.-R2 0.0602 0.0421 0.0249 0.1594 0.1179 0.088

% changeT 35% ** 25% 15% -20%0*+* -15% *xx -13%0 *x+

*xx vk *indicates statistically significant athe 1%, 5% and 10% level, respectively.
T Control variable evaluated at the mean
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